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Abstract Sulfur dioxide (SO2) is emitted in large quantities from coal‐burning power plants and leads to
various harmful health and environmental effects. In this study, we use plume intercepts from the
Wintertime INvestigation of Transport, Emission and Reactivity (WINTER) campaign to estimate the
oxidation rates of SO2 under wintertime conditions and the factors that determine SO2 removal.
Observations suggest that OH governs the rate SO2 oxidation in the eastern United States during winter. The
range of mean oxidation rates during the day from power plants were 0.22–0.71%/hr, producing SO2

lifetimes of 13–43 days, if SO2 consumption is assumed to occur during 10.5 hr of daylight in cloudless
conditions. Thoughmost nighttime rate measurements were zero within uncertainty, there is some evidence
of nighttime removal, which suggests alternate oxidation mechanisms. The fastest nighttime observed SO2

oxidation rate was 0.25±0.07%/hr, producing a combined day/night SO2 lifetime of 8.5–21 days. The
upper limit of the oxidation rate (the mean+1σ of the fastest day and night observations) is 16.5%/day,
corresponding to a lifetime of 6.1 days. The analysis also quantifies the primary emission of sulfate from
power plants. The median mole percentage of SO4

‐2 from observed plumes was 1.7% and the mean
percentage sulfate was 2.8% for intercepts within 1 hr of transit to power plants. The largest value observed
from close intercepts was over 7% sulfate, and the largest extrapolated value was 18%, based on intercepts
further from their source and fastest observed oxidation rate.

1. Introduction

Atmospheric sulfate (SO4
‐2) is a key component of acid deposition and tropospheric aerosols. Oxidation of

SO2 is the most important source of SO4
‐2. Gas phase SO2 is produced mainly by fossil fuel combustion

(Cullis & Hirschler, 1980; Rattigan et al., 2000), oxidation of biogenic reduced sulfur species (Aneja, 1990;
Bates et al., 1992; Charlson et al., 1987), and volcanic emissions (Halmer et al., 2002; Stevenson et al.,
2003). Gas‐phase mechanisms for SO2 oxidation during day and night in the summer have been extensively
investigated both in laboratory and in field studies (Calvert & Stockwell, 1983; Forrest et al., 1981; Forrest &
Newman, 1977; Sakugawa et al., 1990). The studies are associated with a wide range of first order oxidation
rates (1‐6%/hr) under ambient conditions. In a more recent study, the upper limit for the SO2 to SO4

‐2 first‐
order conversion rate was estimated to be 6.9 and 3.4%/hr, for coal‐fired power plants in Tennessee during
1998 and 1999, respectively (Luria et al., 2001).

Direct emissions of sulfate from power stations can be in the form of either H2SO4 or SO3, both of which can
either condense or rapidly undergo hydrolysis to make particulate SO4

‐2 (Zaveri et al., 2010). This emission
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contributes to the total atmospheric SO4
‐2. At low enough temperatures and high enough water vapor con-

centrations, condensed‐phase concentrations of H2SO4/H2O particles can be observed as a visible plume
upon exit from the stack (Srivastava et al., 2004). Several studies in China have shown that dust, such as
CaSO4 and other directly emitted (“primary”) forms of particulates containing SO4

‐2, can also impact the
air and soil quality in urban and rural regions (Garland, 1977; Larssen & Carmichael, 2000; Quan et al.,
2008). The direct emission of SO4

‐2 can vary based on the age, condition, and operating temperatures of a
power station, or industrial activity that relies on coalpowered boiler systems (Bahadori, 2011; Cao et al.,
2010; Srivastava et al., 2004). Direct emission of SO4

‐2 in primary biomass burning smoke has also been
observed (Lewis et al., 2009).

Species such as hydrogen peroxide (H2O2), ozone (O3), and nitrous acid (HONO) can oxidize SO2 in the aqu-
eous phase (Finlayson‐Pitts & Pitts, 1999; Hung &Hoffmann, 2015; Rattigan et al., 2000). Liquid‐phase oxida-

tion occurs with H2O2 at near‐neutral aerosol pH, and with O3 under higher pH conditions, both of which can
take place during day and night, and are faster than gas‐phase oxidation rates (Davis et al., 1974; Hoffmann,
1986; Hung & Hoffmann, 2015; Sakugawa et al., 1990). Many previous field studies on atmospheric oxidation
have been conducted during summertime with active photochemistry and have focused on examining the

HOx (e.g.,OH and H2O2) budget in the presence of SO2 (Holland et al., 2003; Martinez et al., 2003; Ren

et al., 2003; Ren et al., 2006). The aqueous OH and H2O2 oxidation pathways, however, are much slower in

cloudy and cold midlatitude winter conditions, due to low HOx concentrations. While the heterogeneous oxi-
dation pathways mentioned are still expected to have a larger contribution to sulfate formation than gas‐
phase mechanisms, several new oxidation mechanisms that have been proposed are discussed below, which

could affect the rate of SO2 oxidation during winter when the more conventional mechanisms are slow.

Mineral‐based aerosols that contain transition metal ions (TMIs) have been proposed to play a role in SO2

oxidation (Alexander et al., 2009; Song et al., 1970; Zhang & Carmichael, 1999), as SO2 has been observed
to transform heterogeneously into SO4

‐2 on the surface of dust particles in laboratory and modeling studies
(Alexander et al., 2009; Bauer & Koch, 2005; L. Li et al., 2006; Zhang & Carmichael, 1999). The kinetics of
heterogeneous oxidation of SO2 has been investigated on pure metal oxides (e.g., TiO2, Fe2O3, and Al2O3)
and on mineral dust particles from the Sahara and Gobi Deserts in laboratory studies (L. Li et al., 2006;
Park et al., 2017; Ullerstam et al., 2003; Usher et al., 2002). TMI catalysis pathways have been shown to be
important to SO2 removal from the atmosphere on large particles (Gankanda et al., 2016; Harris et al.,
2013) and clouds, second to the H2O2 chemical pathway (Harris et al., 2013). Oxidation by TMI catalysis
is less dependent on pH than oxidation by O3. TMI from mineral dust leachate cause rapid oxidation of
SO2, which means that despite the relatively low number concentration of these particles, they can account
for most of the in‐cloud SO2 oxidation (Harris et al., 2012; Harris et al., 2013).

A new SO4
‐2 formation pathway has been suggested via aqueous phase oxidation of SO2 by nitrogen dioxide

(NO2) under foggy/cloudy conditions with high NH3 concentrations (Behera et al., 2013; Behra et al., 1989;
Cheng et al., 2016). The nitrite product of the reaction can also enhance HONO formation, further promot-
ing the particle‐phase formation of SO4

‐2 (G. Li et al., 2017; Xie et al., 2015). Aqueous oxidation of SO2 by
NO2 might be an efficient sulfate formation mechanism on fine aerosols, mineral dust surfaces in the pre-
sence of high relative humidity and NH3, and within clouds (He et al., 2014; G. Li et al., 2017; Wang
et al., 2016). This SO2 oxidation process might lead to large sulfate production rates in polluted environ-
ments, leading to severe haze development (Cheng et al., 2016; Wang et al., 2016). However, this mechanism
has been disputed, as aerosol pH is unlikely to be high enough, even with the large NH3 concentrations
observed (Guo et al., 2017).

Calvert and Stockwell (1983) first proposed that the reactions of a Stabilized Criegee Intermediate (SCI) with
SO2 could be important for production of organic acids and sulfate. CIs are produced by ozonolysis of unsa-
turated hydrocarbons in the atmosphere. CIs either decompose to radical species like OH, deactivate to a SCI
and subsequently undergo a rearrangement reaction, or react with atmospheric species, such as SO2 to form
SO3 (S. Kim, Guenther, et al., 2015; Sarwar et al., 2013; Welz et al., 2012), which is subsequently converted
into H2SO4. Recent findings suggest that CI reactions with SO2 might account for the discrepancy between
the observed and modeled concentrations of H2SO4 during both the summer and winter (Berndt et al., 2014;
Boy et al., 2013; P. S. Kim, Jacob, et al., 2015; Mauldin Iii et al., 2012; Sarwar et al., 2014).

10.1029/2018JD030086Journal of Geophysical Research: Atmospheres

GREEN ET AL. 6631

Writing – review & editing: Marc N.
Fiddler, John S. Holloway, Viral Shah,
Steven S. Brown



OH levels are expected to be lower in the winter due to reduced intensity and duration of sunlight and sub-
stantially lower absolute water vapor mixing ratios. Heard et al. (2004) reported maximum daily OH levels at
noon (1.5 × 106 molecules/cm3) during January and February of 2000 in Birmingham, England; a value that
is lower than those typical of summertime but still higher than expected. Box model analysis indicated that
the dominant OH radical source was ozonolysis of alkene compounds and photolysis of oxygenated volatile
organic compounds (VOCs; e.g., formaldehyde). In New York City during the wintertime, Ren et al. (2006)
reported significantly underpredicted HO2 using a photochemical box model. However, their modeled OH
levels were comparable with the measurements. The dominant primary OH source in New York was
HONO photolysis. Different model results with the identical observational data set of Ren et al. (2006) came
to different conclusions regarding wintertime HOx budgeting, with the analysis of Cai et al. (2008) signifi-
cantly underpredicting measured HOx. Schroder et al. (2018) recently quantified daytime OH in the New
York City plume during the WINTER study as 6.7±2.6 × 105 molecules/cm3, using the relative decays of
multiple hydrocarbons, CO, and nitrogen oxides. This level is significantly lower than in summer studies
in the same location, such as 1.2 × 106 – 3 × 106 molecules OH/cm3 observed by Ren et al. (2006) but was
still sufficient to form substantial amounts of secondary organic aerosols over several hours.

Figure 1 presents an overview of day and night chemistry that result in the major pathways of SO2 oxidation
to S (VI) forming chemical species such as SO4

‐2. Liquid‐phase oxidation is considered to occur primarily in
cloud droplets (Yamagata et al., 2004).

Most studies focusing on SO2 oxidation have relied on summertime data, and the rates of SO2 oxidation in
wintertime conditions have been based on summertime field measurements, laboratory measurements or
modeled results. Examining the rate of SO2 oxidation based on the data from field measurements in the win-
ter, comparing those results with field data obtained in the summer, and quantifying observed versus
expected oxidation rates might help reduce uncertainties in SO2 lifetimes during the winter.

The Wintertime INvestigation of Transport, Emissions, and Reactivity (WINTER) campaign was a 6‐week
field campaign conducted from 6 February to 15 March 2015 on the National Science
Foundation/National Center for Atmospheric Research (NSF/NCAR) C‐130. Based out of National
Aeronautics and Space Administration Langley in Hampton, VA, the campaign consisted of 13 research

Figure 1. An illustrated summary of the known pathways affecting the lifetime of SO2. There are two‐gas phase pathways. (a) Gaseous oxidation of SO2 by OH and
(b) the gas phase of oxidation of SO2 by a Criegee intermediate. In the liquid phase, (c–g) reactions involve the products of SO2 hydrolysis, to produce sulfate and can
result in the acidification of the liquid phase.
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flights (RFs) over the eastern United States and the Atlantic Ocean, as shown in Figure 2. The area covered
by this campaign allowed for observations to be made from the regions covering the Ohio River Valley,
Appalachian Mountains, Virginia, New York coastal regions, the southeastern United States near Atlanta,
GA, and offshore Florida. For the purposes of this study, we use four of these RFs that occurred in the
north‐east regions of the United States, spanning the mid‐Atlantic coast to Columbus, OH, and a fifth flight
in the region surrounding Atlanta, GA. These flights were selected because they sampled large sulfur emis-
sions from coal‐fired electric power generation plants and urban areas. A major goal of the WINTER 2015
campaign was to understand the wintertime oxidation rates of different trace gases including SO2, and con-
strain parameters related to wintertime day and night chemistry.

2. Field Study and Instruments
2.1. WINTER Campaign Flight Description

In the WINTER campaign, 13 flights were performed using the NSF/NCAR C‐130 aircraft to intercept
plumes from power generating stations, point sources of pollution, regional urban and rural air, and pollu-
tion outflow over land and out to the North Atlantic.

Instruments aboard the aircraft sampled multiple primary and secondary pollutants, organic compounds,
and meteorological data. Day and night flights were performed to observe both photochemistry and night-
time chemistry. Level flight legs sampled primarily within the boundary layer within an altitude range of
400 to 1,000 m above sea level. Vertical profiles were sampled outside of this altitude range through missed
approaches at airports, where the aircraft descended to near ground level and then ascended to 1,500 to 2,000
m above sea level. Missed approaches reached about 10 to 100m above the runway, and the resulting vertical

Figure 2. The flight tracks used in this analysis are identified by their corresponding color. Each flight occurred on the
following dates in 2015: research flight (RF) 02 on 6 February, RF 09 on 3 March, RF 10 on 7 March, RF 11 on 9
March, and RF 12 on 12 March. The flight tracks in black are the other nine flights not used in this analysis.
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profiles were used to characterize the depth and distribution of pollutants within the boundary layer.
Average temperatures for each flight ranged from ‐7 to 3°C.

2.2. Instrumentation

A modified, rack mounted TECO Model 43C Pulsed Fluorescence SO2 Analyzer was deployed on the C‐130
aircraft during theWINTER campaign (Ryerson et al., 1998). Sample collection took place from a downward
facing inlet located on the underside and center of the C‐130 fuselage. The Teflon sample delivery lines were
routed through a temperature‐controlled manifold regulated within a temperature range of 40‐45°C to mini-
mize SO2 adsorption and desorption to and from the walls of the inlet and transfer tubing. The TECO SO2

analyzer had the following modifications: an extended optical bench was used to reduce the optical back-
ground interference, a 1,000‐W power supply, and a wide bore capillary was installed following the removal
of the hydrocarbon kicker filtration system to allow for a flow of 2.1 L/min. The higher air flow was needed
to prevent deposition or adsorption of gaseous SO2 onto the internal parts of the sample delivery system and
to allow for a faster time response to concentration changes. The instrument is sometimes operated with a
hydrocarbon “kicker” system that removes interference from VOCs in the SO2 measurement. For aircraft
sampling that is not close to large, local sources of VOCs at ground level, the hydrocarbon kicker was
removed to increased sensitivity and air flow through the system. The data collection frequency was 1 Hz.
The TECO SO2 analyzer had an automated signal calibration cycle of 1 min every 20 min of continuous
operation using a 10.0 ppmv SO2 in N2 standard. The limit of detection of the TECO SO2 analyzer was 3%
± 0.5 ppbv during measurement.

Data for other chemical species were provided from additional on‐board instrumentation. Oxides of nitro-
gen, NOx (NO + NO2), total reactive nitrogen, NOy, and ozone, O3 were measured by a six‐channel cavity
ring‐down spectrometer (Brown et al., 2017; Wagner et al., 2013; Wild et al., 2014), a thermal dissociation
laser induced fluorescence (TD‐LIF) instrument (Day et al., 2002; Thornton et al., 2000), and a chemilumi-
nesence instrument (Campos et al., 2006). The limit of detection for the direct detection of NO2 specific to the
WINTER campaign is 70 pptv with a 5% uncertainty for the 405‐nm (cavity ring‐down spectrometer) chan-
nel, while the other detection channels convert O3, NOx, and NOy to NO2 for detection (Brown et al., 2017;
Wild et al., 2014) with accuracies of 4‐12%. The TD‐LIF had a NO2 detection limit of 20 pptv with a 10%
uncertainty. The chemiluminescence instrument had a detection limit of 0.1 ppbv with a 0.5% uncertainty
for O3, 15 ppbv with a 5% uncertainty for NO, and 25 pptv with a 25% uncertainty for NOy (Weinheimer
et al., 1994). The HIAPER Atmospheric Radiation Package (HARP) measured actinic flux and photochemi-
cal rates of various photochemical processes (Laursen et al., 2006; Shetter & Müller, 1999). Aerosol sulfate
measurements for particles < 1μm in diameter were provided by a high‐resolution time‐of‐flight aerosol
mass spectrometer (HR‐ToF‐AMS), and HNO3measurements were provided by an iodide time‐of‐flight che-
mical ionization mass spectrometer (I‐ToF CIMS). The AMS detection limit for sulfate was 137 ng/sm3 (sm3

= standard cubic meter at 1 atm and 273.15 K; DeCarlo et al., 2006; Dunlea et al., 2009; B. H. Lee et al., 2014;
Schroder et al., 2018). The AMS collection efficiency, which varied between 0.5 for (NH4)2SO4 and 1.0 for
H2SO4, was determined using the parameterization of Middlebrook et al. (2012), and was applied to the
1‐s data. The ToF‐CIMS detection limits for the HNO3 measurements were 40 ng/sm3 (Lee et al., 2014).
Volatile organic compounds weremeasured by the TOGA instrument (Apel et al., 2015). Rate constants used
in our analysis were derived from several sources and are indicated in their discussion below (Atkinson et al.,
2004; Burkholder et al., 2015; Manion et al., 2015; Sander et al., 2006). The WINTER campaign flight plans
for all 13 RFs are depicted in Figure 2 to show the regions sampled during WINTER. RFs 02, 09, 11, and 12
cover areas in the Ohio River valley, Appalachian Mountains, and over urban regions in Pennsylvania and
Ohio. RF 10 flew over Georgia, the city of Atlanta, and the surrounding urban regions.

2.3. Pollution Plume Identification, Tracking, and Analysis

Sulfur containing plumes were identified by increases in the signals in the measured SO2 above background,
which was typically 2‐3 ppbv in the boundary layer for the flights in Figure 2. Analysis of the data from each
individual plume was made with the goal to quantify the SO2 oxidation rate from individual point sources
sampled during WINTER. The following steps were used.
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1. Composite data streams with 1‐s time resolution were made for NOx, NOy, and O3 to fill in data gaps pro-
duced when instruments underwent calibration cycles; typically, every 20 min of continuous operation.
The procedure for this is discussed in the supporting information.

2. Scatter plots weremade of themolar ratios of the following chemical species: SO2 versus NOy, NOx versus
NOy, CO versus NOy, HNO3 versus NOy, and particulate sulfate versus SO2 (in concentration units of μg
sulfur/sm3 [standard cubic meter]). Orthogonal distance regression (ODR) fitting was performed on SO2

versus NOy, CO versus NOy, and HNO3 versus NOy, while a single‐sided least squares regression was
used for sulfate versus SO2 and NOx versus NOy. These different fitting methods were used for data qual-
ity assurance in the methods undertaken during data analysis.

3. Molar ratios of SO2 to NOy for each intercepted plume, as determined from these fits, were compared to
source emission mixing ratios using the Environmental Protection Agency (EPA) continuous emission
monitoring (CEMS) database. Figure 3 shows how the comparison between measured SO2 to NOy ratios
and CEMS molar ratios of SO2 to NOx were used for plume source identification. It is assumed that the
amount of NOy measured for each plume originated from the initial amount of NOx emitted by the point
source and includes both remaining NOx and its reaction products. It is also assumed that NOx is emitted
as NO2 for converting between mass of NOx (the convention for the CEMS data) and moles. These plots
quantitatively show how well the measured SO2/NOy ratio of each plume compares to value from the
CEMS emission data for a given power plant, so that a positive identification of the power station that
generated each observed plume can be made.

This was not the sole criteria on which a positive source identification was made. There were cases where
the origin of the plume is obvious, based on the proximity to a power plant and the magnitude of chemi-
cal species being emitted (largest SO2 or NOx emitter, for example), but the measured SO2/NOy ratios did
not match with those from the emission database. This was the case for some plume intercepts, where the
agreement between the SO2/NOy measured ratios and CEMS data was not better than a factor of 2. The
plumes identified from the Homer City power station, measured during flight 12 and shown in Figure 3,
is an example of other criteria used to identify the power plant of origin. Similarly, SO2 to CO2 ratios
could also be used as criteria for identification. Unfortunately, the CO2 measurement data were collected
at a rate slower than 1 Hz, which degraded the quality of its correlation to other trace gases.

Figure 3. Molar ratio of SO2/NOx plotted against measured SO2/NOy ratios in plumes identified from research flights 02
and 09–12. A marker depicts each power station used in this plot. The correlation indicates positive identification and
agreement between aircraft measurements and EPA continuous emission monitoring (CEMS) measurements for the
plumes selected here. Multiple points for the same power station represent multiple samples made with the aircraft.
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4. For each identified plume, a Hybrid Single‐Particle Lagrangian Integrated Trajectory (HYSPLIT) back
trajectory simulation was performed from the plume intercept to 8 hr prior to the intercept time.

5. Three different methods were used to calculate the plume age (i.e., the time elapsed between emission
and interception) for each plume. These include (1) interpolation of HYSPLIT back trajectories, where
fractional hours were derived using locations of hour markers in HYSPLIT output and the location of
the power plant (see Figure S9 in the supporting information for fractional hour derivation); (2) local
wind speed as measured at the aircraft and the distance from the center of the intercepted plume to
the identified source, which was applied during the daytime in well‐mixed boundary layers; and (3) a
chemical clock based on NOx conversion to NOy at night using the rate constant for the reaction of
NO2 + O3 → NO3 + O2 (Brown et al., 2006). Further discussion is given in sections 3.1 and 3.2.

6. The sulfate versus SO2 slope was used to calculate the fraction of SO2 in total sulfur as a function of the
different transport times from step 5.

7. Although narrow plumes with high concentration of SO2 were often identified as originating from a sin-
gle coal‐fired electric power generation source, there were numerous plumes that were more diffuse and
with a lower maximum SO2 mixing ratio that were more likely due to urban emissions. Such emissions
could be identified by their CO/NOy ratios, since urban sources generally emit larger amounts of CO rela-
tive to other pollutants than electric power generation sources. Recent inventories suggest that the urban
CO/NOy ratio lies in the range 5–15 ppbv/ppbv (McDonald et al., 2013; Parrish et al., 2002; Pollack et al.,
2012; Wallace et al., 2012). This ratio was used to distinguish urban plumes from electric power genera-
tion plumes, as shown in Figure 4. Each plume ratio is the slope of its correlation plots, and the ratio's
error is the standard deviation of the slope retrieved by the fitting algorithm. Previous studies have sug-
gested that a CO/NOy ratio of 10:1 or greater indicates the presence of an urban plume where light‐duty
traffic and diesel vehicles operate during peak operating hours. Ratios ranging from 10:1 to 4:1 indicate
urban plumes that are dominated by off hour light traffic (Hassler et al., 2016; McDonald et al., 2013).
Lower than 4:1 indicates a plume from power plant emissions, as power plants normally generate low
mixing ratios of CO relative to CO2 due to their very high combustion temperatures (Cao et al., 2010).

2.4. Description of SO2 Conversion to Sulfate Over Time

Equation (1) describes the conversion of SO2 to sulfate, from a point source or area source for a given amount
of SO2 at the emission source. However, the emission may also contain a fraction of primary SO4

‐2 or a sulfur
compound such as SO3 that would rapidly react at or near the point of emission to produce sulfate. Plots of
SO4

‐2 versus SO2 were used to calculate ɸ, which is the mole fraction of SO2 in total sulfur, for each plume, as

Figure 4. Plot of the ratio of CO/NOy from an urban plume and two power station plumes in research flight 09 on the
same axis.
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shown in equation (1). The error in ɸ (the standard deviation, σɸ) is
derived from the slope (α) and standard deviation of the slope (σα), pro-
duced from the regression of SO4

‐2 versus SO2 plots, as shown in equa-
tion (2). Values of ɸ plotted against transit time for plumes associated
with a single point source were used to calculate the oxidation rate of
SO2 over time. Equation (3) (see full derivation in the supporting informa-
tion) assumes first‐order kinetics, with respect to SO2 using the expression
ɸ = ɸoe

−kt and approximating the exponential as a linear function for
small values of kt.

ϕ ¼ SO2½ �
SO2½ � þ SO−2

4

� � ¼ 1

1þ SO−2
4

� �
= SO2½ � (1)

σϕ≈
σα

1þ αð Þ2 (2)

ɸ ¼ ɸo 1−ktð Þ (3)

where ɸo ¼ ɸ 0ð Þ ¼ SO2½ �i
SO−2

4½ �iþ SO2½ �i
and ɸ tð Þ ¼ SO2½ �t

SO−2
4½ �tþ SO2½ �t

Plotting SO4
‐2 against SO2 for each plume that originates from the same

point source retains the mass balance of SO4
‐2 and SO2 along the path of

transport. A curve fit of the plot of ɸ versus time provides an intercept that
will equal ɸo and a slope equal to −kɸo from equation (3). The fraction of
the sulfur emission present as primary sulfate (rather than SO2) is given
by ɸo. The slope −kɸo, is the rate of SO2 loss due to oxidation.

3. Results and Discussion

Data from RFs 02, 09, 10, 11, and 12 (flight tracks and dates given in
Figure 2) occurred in clear‐sky conditions and sampled plumes frommul-
tiple large SO2 sources. Maps for each respective flight are in Figures 5 and
S4–S7 in consecutive order. In these figures, the average power plant out-
put (moles SO2/hr) was obtained from the first quarter of 2015 from the
EPA air markets program (CEMS data referred to above), and the size of
the power plant marker is logarithmically scaled to this emission rate, as

seen in the legend. Where possible, time‐dependent plume evolution was analyzed from multiple intercepts
of plumes downwind of well‐defined sources. However, both the source identification and the tracking of
downwind plumes proved challenging in some cases.

It is also worth noting that theWINTER RFs sampled a wide geographic range from north to south, with the
warmest temperatures encountered in plumes from power plants in the Atlanta, Georgia area. Despite the
difference in wintertime conditions between the northern and southern regions of the WINTER domain,
we analyze all plumes in terms of daytime versus nighttime differences only, in part due to the small number
of power plant plumes in the southern part of the domain.

Missed approaches to airfields were used to ascertain the altitude of the boundary layer and to sample at
lower altitudes. Several missed approaches are shown during night flights for western Pennsylvania (RF 09;
Figure S1) and Atlanta, GA (RF 10; Figure S2). Ground altitude is taken relative to the airfield of the missed
approach. Plumes were intercepted in distinct but shallow layers on both sides of each transect. During RF
09 (Figure S1), the vertical thickness of these plumes varied between ~70 m (profile 0) and ~200m (profile 4),
while the thickness was ~60 m (profile 0) or less during RF 10 (Figure S2). During RF 09, plumes were inter-
cepted during missed approaches between 23 km (plume 13 in Figure 5 from Conemaugh) and 85 km
(plume 14 in Figure 5 and profile 4 in Figure S1 from Homer City) from their source. Parts of the profile in
Figure S1 correspond to different power plants, but the most distinct narrow peak originates from Homer
City, which was 46 km away. During RF 10, plumes were intercepted during vertical profiles even further
from their source; up to 185 km from Bowen and 113 km from Harlee (see Figure S5). These observations

Figure 5. Flight track of the C‐130 during research flight 09 on 3 March
2015, color and size coded by measured SO2 mixing ratio, as shown in the
color bar (sizing for flight track SO2 not shown). Research flight 09 sampled
the region on the southwestern corner of PA, borderingWV, MD, and OH at
night. The purple dots represent the location of coal‐fired electric power
generation stations, sized by SO2 emissions from the continuous emission
monitoring database on a Log10 scale, as shown in the legend. Labels indi-
cate names of power stations positively identified as plume intercepts. Open
squares indicate urban areas. Background shading indicates terrain
elevation.
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indicate that nighttime power plant plumes were widespread horizontally but confined vertically,
transporting as fanning plumes (Brown et al., 2012; Fibiger et al., 2018; Fry et al., 2018; Stull, 1988). The
profiles also show the SO2 plumes were situated just above the onset of a steeper gradient in potential
temperature that indicates the nocturnal boundary layer. The mixing ratio of CO was enhanced below but
not above the SO2 plume, and relative humidity (not shown) was high (80%) below the SO2 plume, but
decreased rapidly to below 10% above it. Thus, the SO2 plumes were transported at the top of the
nocturnal boundary layer and could only be sampled while vertical profiling to lower altitudes.

Plumes containing SO2, NOx, NOy, O3, and SO4
‐2 were encountered at different altitudes. There were only a

limited number of sources that had plumes with multiple intercepts, despite flight plans with several legs
downwind of sources. Multiple intercepts of plumes from the same source allow for the determination of
the rates of chemical transformation more easily than using single intercepts from multiple sources. Only
data linked to Killen/J. M. Gavin (RF 02), Bruce Mansfield (RF 09), Conemaugh (RF 09), Harlee Branch
(RF 10), Scherer (RF 10), Homer City (RF 12), and Keystone (RF 12) power stations contained sets of three
or more plume intercepts encountered during their respective flights. While Keystone (RF 09), Bowen (RF
10), and Yates (RF 10) had multiple intercepts, they did not have more than two data points for each due
to data gaps, negative correlations between sulfate and SO2, and chemical clocks that exceeded the time
since sunset.

3.1. Day Flights

Examination of the daytime oxidation of SO2 used data from RF 02, RF 11, and RF 12, as shown in Figures
S4, S6, and S7, respectively. Temperatures during the flights averaged ‐7.1°C for RF 02, 6.0°C for RF 11, and
4.4°C for RF 12. Figure 6 shows an example, from plume 4 of RF 11, of several correlation plots used in this
analysis. The correlation between SO2 and NOy was generally good, with average regression slope relative
standard deviations (RSDs) better than 6% for RF 12 and 9‐10% for RF 02 and 11. The regression of the mass
of sulfur in sulfate versus SO2 had slopes with RSDs that averaged 21% (RF 02), 15% (RF 11), and 10% (RF 12)
when plumes with 4 or fewer points were excluded; which was generally of moderate precision. While high
precision was found for many plumes, such as that shown in Figure 6, it was mainly limited by low sulfate
concentrations. Plots of NOx versus NOy were more strongly correlated than for other pollutants, with aver-
age RSDs on all flights better than 1.8%. Several flights (RFs 02, 11, and 12) exhibited NOx/NOy ratios greater
than 1, with a maximum observed NOx/NOy value from all flights of 1.16. When this occurred, all ratios on a
flight were scaled to themaximum value (i.e., multiplied by a factor to set the largest NOx/NOy value equal to
1). This was not necessary for night flights. The quality of nitric acid versus NOy data varied, largely

Figure 6. Examples of correlation plots, shown for research flight (RF) 11, plume 4. Slopes and their errors (1σ) are listed
in the legend along with their R2 values.
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depending on the levels of HNO3 observed where slope RSDs averaged
45% for RF 02, 35% for RF 11, and 16% for RF 12.

Transit times from point source emissions to the point of sampling were
determined as described above. Two methods were used to determine
transit times, depending on the wind field, during the day. Transit times
based on wind speed were used in RF 02 and 12, since the wind field
was relatively uniform in speed and direction. These transit times agreed
with HYSPLIT times within 1‐2 hr. In RF 12, HYSPLIT back trajectories
tended to curve away from the power plants, which added uncertainty
to transit times using that method. HYSPLIT was used for RF 11 because
the wind speed changed over the course of the flight.

Figure 7c shows plots of sulfur oxidation using equation (3) from the day-
time flights, with plume intercepts attributed to the Homer City and
Keystone power stations (RF 12) and Killen/Gen. J. M. Gavin power sta-
tions (RF 02). The conversion rate of SO2 to SO4

‐2 was 0.22‐0.71%/hr,
based on mean slopes, which corresponds to lifetimes ranging from 140
to 450 hr. It is important to note that the intercepts for the Keystone power
station were not close to the power station, and its fit was forced through
one to provide a physically realistic time dependence, so that the intercept
did not exceed one.

In comparison, previous studies estimated SO2 lifetimes of 4‐12 hr from
point sources under summertime conditions (C. Lee et al., 2011) to as long
as 14 hr (Summers & Fricke, 1989). Our measurements occur over 9 hr of
transport in clear‐sky conditions, during which 2.0–6.4% conversion of
SO2 to SO4

‐2 is expected, based on our rate. Even using the longest sum-
mertime lifetime of 14 hr, 47% would be converted over the span of 9 hr,
which would be 7.4‐24 times faster than our wintertime observations.
The fastest lifetime of 4 hr would result in over 89% conversion in 9 hr,
which is 14‐45 times faster. Previous aircraft measurements on the
Cumberland power plant in Tennessee were done in midday under dry,
clear‐sky conditions (Luria et al., 2001). The upper limit on SO2 conver-
sion was 6.9±0.5%/hr in late August of 1998 and 3.4±1.2%/hr in mid‐
July of 1999, with SO2 being only a minor sink of OH. These summer
observations from a power plant are at least one order of magnitude (10
to 47 times) faster than our wintertime measurements.

The apparent SO2 oxidation rate can be compared to the NOx oxidation rate, since the primary gas phase oxi-
dant of both species is OH radical during the daytime. To determine the NOx oxidation rate, the change in
NOx/NOy ratio can be used. However, NOx/NOy ranged between 0.96 and 0.99 and did not decrease with
plume transport time during intercepts in RF 02 and 12, so it was not useful for determining a removal rate.
The HNO3/NOy ratio can be a proxy for the consumption of NOx, since HNO3 is the primary photochemical
product from the oxidation of reaction NO2 + OH (Jaeglé et al., 2018; Kenagy et al., 2018), if HNO3 does not
significantly partition into the condensed phase. This assumes that formation of organic nitrates and perox-
yacetyl nitrate are negligible. Owing to low concentrations, TD‐LIF measurements showed that nitric acid
was uncorrelated with the sum of alkyl and proxynitrates, so we were unable to further constrain this
assumption. Figure 7a shows the increase in the HNO3/NOy ratio for Homer City Power Station. Plumes
from Keystone and Killen/Gen. J. M. Gavin were not included due to poor data quality or missing data
caused by low HNO3 concentrations and data gaps in HNO3 measurements. The rate associated with the
inclusion of particulate nitrate, (HNO3+NO3

‐)/NOy versus time, produced a fit with greater uncertainty if
we compare unweighted least squares; we go from an R2 of 0.317 to 0.260 when we add nitrate to nitric acid.
This is due to nitrate and nitric acid measurements being uncorrelated with each other, even within indivi-
dual plumes. The rate, based on HNO3/NOy from Homer City in RF 12, using an upper limit of 2.3%/hr and
adjusting for a NOx/NO2 ratio of 1.757 to account for conversion of NO to NO2, an upper limit can be placed

Figure 7. (a) A plot of multiple intercepts from Homer City Power Station
(RF 12), showing HNO3/NOy over time. (b) A plot for determining [OH],
based on A, which is the slope of HNO3/NOy times the slope of NOx/NO2,
and the transit time (see text). The OH + NO2 channel is assumed to dom-
inate. (c) Overlaid plots of sulfur oxidation rate analysis from the daytime
flights research flights (RF) 02 and 12. All graphs use weighted orthogonal
distance regression fitting. The error bars are one standard deviation,
derived directly from the slope fit or propagated from it using standard
methods.
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on OH, which is 9.9×105 molecules/cm3. The pressure and temperature‐dependent rate constants (278 K
and 943 mbar) are 1.13×10−11 cm3 ·molecule‐1 · s‐1 for OH + NO2 and 9.58×10−13 cm3 · molecule‐1 · s‐1

for OH + SO2 (Atkinson et al., 2004). The SO2 reaction is a factor of 11.8 slower than NO2; hence, NO2 is
expected to be more sensitive to OH than SO2. Using the relative rate and HNO3/NOy production rate
(adjusted by the NOx/NO2 ratio to 2.7±1.40%/hr), the SO2 removal rate via OH is expected to be
0.23±0.12%/hr. This is commensurate with the values derived from the rate of change of the SO4

‐2 to SO2

ratio during RF 12. For Homer City, the rate derived from HNO3/NOy matches the rate derived from SO4
‐2/SO2

(Figure 7c), which is 0.22±0.02%/hr. Given the agreement between both methods, the previously stated
oxidation rates based on the change of the SO4

‐2 to SO2 ratio represent a robust measure of SO2 oxidation
during the winter under cloudless conditions.

Another means of determining an average OH can be derived fromHNO3/NOy and the rate of HNO3 forma-

tion, which is shown in Figure 7b. This analysis assumes that HNO3 is produced in a first‐order process,

where the first‐order rate constant is equal to the product of an average [OH] and the OH + NO2 second‐

order rate constant (Atkinson et al., 2004) and this reaction dominates NO2 conversion to NOy. The inte-

grated rate law for HNO3 production can be rearranged and adjusted for NO + OH to solve for [OH], which

is the slope when −ln(1‐A)/k is plotted against time, where A is ([NOx]/[NO2])×([HNO3]/[NOy]). While the

slope error of HNO3/NOy has been propagated, NOx/NO2 slope error is small (<2.7%) and has been

neglected. The resulting OH concentration is (1.7±0.3)×105 molecules/cm3 for Homer City. Using pre-
viously mentioned rate constants, this would correspond to a lifetime of 150±20 hr and 1700±300 hr for

NO2 and SO2, respectively. Assuming NOx is initially 100% NO2 and using equation (3), a pseudo‐zero‐order

removal rate for NOx would be 0.68±0.13%/hr, which is slightly slower, but close to the NOx removal rate of

1.5±0.8%/hr based on HNO3/NOy. The corresponding SO2 removal rate would be 0.058±0.011%/hr, which is

still slower than the observed lower bound of the SO2 removal rate at 1σ by at least a factor of 2.9. This

removal rate is statistically different than the directly measured SO2 removal rate for Homer City

(0.22±0.02%/hr), having a texp of 12 in comparison to the critical t value of 4.6 for 4 degrees of freedom at
99.5% confidence.

An estimate of the OHmixing ratio can also be produced from simulations conducted with the GEOS‐Chem
chemical transport model for the WINTER campaign, as described by Shah et al. (2018) and Jaeglé et al.
(2018). The GEOS‐Chem and measurement‐estimated OH were consistent for the NYC plume during
WINTER RF 3 (Schroder et al., 2018). The OH mixing ratios were calculated by GEOS‐Chem at 1‐min reso-
lution along the flight track. GEOS‐Chem in‐plume OH concentrations during RF 02 were (2.8±1.5)×105

molecules/cm3 for power plants, (4.2±2.5)×105 molecules/cm3 in urban plumes, (3.6±2.2)×105

molecules/cm3 for combined urban/power plant plumes. While urban plumes may have more OH in the
Ohio River Valley, it is not statistically different at 95% confidence (t value of 1.6 with 24 degrees of freedom).
GEOS‐Chem in‐plume OH concentrations were (1.2±0.5)×106 molecules/cm3 during RF 11 and
(2.8±0.3)×106 molecules/cm3 during RF 12. For daytime flights, the GEOS‐Chem OH bounds (smallest‐1σ
to largest+1σ) were 1.4×105 (RF 2) to 3.1×106 molecules/cm3 (RF 12). After adjusting for temperature and
pressure for their respective flights, the expected NOx removal rate for this range of OH concentrations
was 0.61‐13%/hr. The expected SO2 removal rate was 0.049‐1.1%/hr. While the lower bound is within the
observed rate for NOx removal, the upper bound is much faster than what is observed. The observed SO2

removal rate is within the range predicted by GEOS‐Chem, though the range is quite broad. Focusing on
RF 12, GEOS‐Chem predicts removal rates of 11‐13%/hr for NOx and 0.86‐1.1%/hr for SO2, both of which
are in poor agreement with RF 12 observations. Part of this discrepancy may be due to GEOS‐Chem calcu-
lating the instantaneous concentration of OH, while our measurements represent an average value of the
OH concentration during transit. Given that GEOS‐Chem uses the same rate constants as this work, the rate
of OH removal by SO2 and NO2 would only depend on the concentrations of SO2 and NO2 for a given steady
state concentration of OH. GEOS‐Chem under predicted SO2 and NO2 by a factor of 1–4.5 (2.9 times smaller,
on average) when compared to observed concentrations during RF 12. This is largely a result of mismatch
between the observed and predicted locations and magnitudes of the power station plumes, the latter of
which was underestimated. The smaller predicted sinks for OH may account for the higher instantaneous
concentrations of OH, given that their modeled removal rates would be slower.
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Lastly, OH can be estimated frommeasurements of anthropogenic VOCs in urban plumes using the relative
rate method (Roberts et al., 1985; Schroder et al., 2018). TOGA measurements were only available in RF 02
(of the flights analyzed here), and the temporal resolution of the TOGA instrument is relatively slow com-
pared to plume size. As such, only five plumes contained more than two (3‐6) measurements. Correlation
plots were made for each plume by plotting o‐xylene and butenes against toluene. Temperature‐dependent
rate constants for the reaction of the anthropogenic volatile organic compounds (AVOC) with OH
were from IUPAC for toluene (Atkinson et al., 2004), and NIST for o‐xylene, isobutene, and n‐butene
(Manion et al., 2015); the last two of which were averaged. The concentration of OH is equal to the slope
of a plot (unweighted least squares), where ln([AVOC]/[toluene])/(ktoluene‐kAVOC) for each plume is
plotted against their transit time, as shown in Figure S3. Benzene was not used because it was found to
have different spatio‐temporal behavior than other AVOCs (Schroder et al., 2018). OH concentrations
from o‐xylene were (‐1.2±9.4)×105 molecules/cm3 and (1.5±3.7)×105 molecules/cm3 for butenes. The
uncertainty of this measure of OH is very large for this method, producing standard deviations exceeding
the mean value. The most precise result was from butenes, which, if using IUPAC rate constants and the
average temperature and pressure for RF 02, would produce removal rates of 0.66±1.63%/hr for NOx and
0.054±0.134%/hr for SO2. While NO2 removal based on HNO3/NOy (0.88±1.30%/hr) closely matches this
broad range, observed rates of SO2 removal (0.22‐0.71%/hr) are significantly faster than what is expected
from AVOC analysis.

Generally, oxidation during the day is slow in the winter for both NOx and SO2. Given that the reaction of
OH with NO2 is relatively fast compared to other reactions discussed in this work, NOx should be the most
sensitive to the concentration of OH. 9.9×105 molecules/cm3 OH from HNO3/NOy can be used to constrain
other estimates. This is somewhat lower than the maximum daily OH concentration of 1.5×106

molecules/cm3 reported by Heard et al. (2004) during the winter in Birmingham, England, though our mea-
surements would represent average, or plume integrated values. The value from HNO3 formation kinetics is
(1.7±0.3)×105 molecules/cm3, which falls below this upper limit and is more accurate than the direct HNO3/
NOy value. GEOS‐Chem largely overpredicts the estimated concentration of OH, with only RF 02 consis-
tently falling within this upper bound. During RF 12, GEOS‐Chem overestimates OH on average, by a factor
of 2.8 when compared to the HNO3/NOy derived upper limit, which was determined on the same flight. This
overprediction of OH is not consistent with previous assessments that showOH concentrations calculated by
a different model (the Air Quality Forecast Modeling System) are significantly underestimated by a factor of
5 during the winter (Cai et al., 2008). Previous work on OH approximations during RF 11 showed good
agreement between AVOC‐derived OH and GEOS‐Chem (Schroder et al., 2018). This is not the case in this
work, as GEOS‐Chem overestimates OH by approximately an order of magnitude. Among the estimates
based on AVOCs, only butenes produced a reasonable result of (1.5±3.7)×105 molecules/cm3 OH, which
was also the most precise. While some agreement is found, AVOC‐based estimates of OH in this work were
highly uncertain.

3.2. Nighttime Observations for Power Plants

RF 09, depicted in Figure 5, and RF 10, shown in Figure S5, occurred near Pittsburgh, Pennsylvania, and
Atlanta, Georgia, respectively. Points labeled with black numbers have been identified as power plant
plumes, while those with red numbers have been identified as originating from an urban source.
Temperatures during the flights ranged between ‐10 and 4 °C, with an average temperature of ‐7.8 °C during
RF 09 and 3.7 °C near the boundary layer during RF 10. Examples of correlation plots generated for a night-
time flight plume are given in Figure 8, for plume 38 of RF 09. Correlations for SO2/NOy were good, espe-
cially for the Pittsburgh flight, with slope RSDs averaging 7.1% for RF 09 and 19% for RF 10 for plumes
with positive slopes. SO4

‐2/SO2 followed a similar trend, having an average slope RSD of 16% for RF 09
and 47% for RF 10. These RF 9 values do exclude plumes with only three data points, and the RF 10 values
exclude those plumes in which a negative slope was found due to poor correlations; six for SO2/NOy and
eight for SO4

‐2/SO2, of 32 plumes. The NOx/NOy slope RSDs for both flights were better than 4.8% on aver-
age. None of these errors includes propagated instrument uncertainty. In many cases, particularly for NOx

andNOy in RF 10, data gapsmade interpretation difficult. RF 09 did not suffer as many breaks and data qual-
ity was generally better.
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We used the nighttime chemical conversion of NOx to NOy to estimate the time aloft for each of the plumes
during the night, and to see the changes in sulfates versus SO2 relative to the conversion of NOx to NOy over
time. The nighttime process that results in the conversion of NOx to NOy is governed by reaction of NO2 with
O3, which has a known temperature dependent rate constant (Burkholder et al., 2015). The NOx/NOy che-
mical clock has been described previously (Brown et al., 2004), and the governing equation for determining
the transit time (tNOx/NOy) is given here, in equation (4). In this equation, m is the slope of NOx versus NOy

from the correlation plot. Not previously presented was the propagated uncertainty in the transit time,
σtNOx=NOy , is given in equation (5). The time estimated by the wind speed and HYSPLIT trajectory provided

some agreement within 1 hr but was not the preferred method of providing a plume transit time estimate
at night. The lack of agreement between HYSPLIT back trajectories and NOx to NOy chemical clocks was
possibly due to the difficulty in predicting nighttime wind speeds from within the model, and with the com-
bined uncertainty of the NOx and NOymeasurements and ODR curve fit. The combined instrumental uncer-
tainty for each of the NOx and NOy measurements is 13%, which would be added to the uncertainty of the
unweighted curve fit of a given plot of NOx versus NOy.

tNOx=NOy ¼ −1n mð Þ
2k Ο3½ � avg

(4)

σtNOx=NOy≈
ln mð Þ

2k O3½ �avg

�����
�����
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

σm
m×1n mð Þ
� �2

þ σ Ο3½ �
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Titration of ozone was accounted for by removing points from the NOx/NOy fit in which O3 was significantly
depleted below 20‐30% of the maximum (background) value. Low ozone values were removed to minimize
the RSD of the slope of the NOx/NOy fit. In addition to titration, all plumes were checked against the time
since sunset. The time since sunset is based on the time difference between the intercept and sunset. For
RF 09, this was 22:12 UTC (18:12 local) the previous day, on 2 March 2015, using Pittsburgh, PA, as the loca-
tion. For RF 10, this was 22:38 UTC (18:38 local) the previous day, on 6March 2015, using Atlanta, GA as the
location. All RF 09 plumes had chemical clock times less than the time since sunset, except one, which was
the samewithin error. Several BruceMansfield plumes (36 through 39) were excluded because they occurred
after daybreak, when NO3 can photolyze and the nighttime clock is no longer valid. In RF 10, several

Figure 8. Examples of correlation plots generated from plume 38 of research flight (RF) 09.
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plumes, mostly associated with urban emissions, were excluded from analysis (5 of 32) because their
chemical clock exceeded the time since sunset by at least 40 min.

Power plants with multiple intercepts that contained sulfur were investigated at night. Plots of ɸ are pre-
sented in Figure 9 for Bruce Mansfield (RF 09), Conemaugh (RF 09), Harlee Branch (RF 10), and Scherer
(RF 10). Both RF 10 power plants did not show nighttime removal rates that were different from zero within
1σ. Conemaugh was very fast, at a rate of 2.8±1.7%/hr; some 10 times faster than daytime oxidation.
However, while its rate was different from zero within 1σ, it was not different from zero within 2σ.
Additionally, this value is highly dependent on the fit method. Unweighted fitting, using either ODR or least
squares, yields a rate of 0.39±0.77%/hr, which is zero within uncertainty. The relatively large rate and small
uncertainty in the weighted ODR rate is likely an artifact of the large uncertainty of the transit time, and the
rate associated with Conemaugh should be discounted. Curiously, Bruce Mansfield showed a nighttime
removal rate of 0.25±0.07%/hr, which is commensurate with the daytime removal rate 0.23‐0.71%/hr.
While most of these nighttime plumes suggest an oxidation rate of zero, Bruce‐Mansfield shows that a night-
time removal rate during the WINTER may be possible, which warrants deeper investigation into heteroge-
neous sulfur chemistry.

3.3. Nighttime Observations for Urban Areas

RFs 09 and 10 allowed an opportunity to examine emissions from the cities of Pittsburgh and Atlanta in the
nighttime residual layer. In general, urban plumes were encountered at a higher altitude than plumes origi-
nating from power stations. This implies that the urban plumes were brought to this altitude by mixing pro-
cesses occurring in the convective boundary layer prior to nightfall and remained at that altitude in the
absence of convective mixing during the night.

Urban areas produce emissions over a relatively broad area, as opposed to power plants that can be treated as
point sources. As such, HYSPLIT back trajectories and wind speed‐based transit times become unreliable.
The previously discussed chemical clock based on NOx/NOy was used for urban plumes associated with
RF 09 and 10, as shown in Figure 10. Figure 10 shows that RF 09 had a significant SO2 removal rate of
2.2±0.2%/hr, while RF 10 had a rate that was not statistically different from zero (production of
0.035±0.23%/hr). This RF 09 observation is quite rapid, being about 10 times faster than the daytime removal

Figure 9. Plots for analysis of sulfur oxidation rate for power plants during nighttimeflights research flight (RF) 09 and 10.
The time aloft for each plume intercept is based rate of chemical conversion of NOx to NOy during the night, using
equations (4) and (5). Each plot of ɸ (labeled as Phi on the graph) versus time in hours gives the slope, which is pseudo‐
zero‐order rate constant for of SO2 loss in hr‐1.
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of SO2. However, it is consistent with power plant observations, where
rapid and nonzero rates were observed for RF 09, while RF 10 rates were
indistinguishable from zero.

3.4. Observations of Primary Sulfate Emissions From
Power Stations

The proximity of many intercepts in the plume source, together with rela-
tively slow oxidation of SO2 during the day and night, allowed for the
observation of direct emissions of sulfate aerosol or an immediate precur-
sor (e.g., SO3) as a percentage of the total sulfur. The distribution of sulfate
emissions near or at a power plant, up to 25 km and less than 1 hr of tran-
sit time, are presented in the histograms in Figure 11. The left side of
Figure 11 shows the number of observations of a given percentage of sul-
fate during the day and night, which had little or no time for aging after
emission. The median percentage of SO4

‐2 from observed plumes was
1.7% and the mean percentage sulfate was 2.8% for all flights.

While outside the 25 km and 1‐hr restriction, and several power plant
plumes had significant quantities of sulfate, those attributed to either
Morgantown or Ft. Martin (Figure 5; RF 09) showed significant quantities
in plumes 17 (14.6%), 18 (15.7%), and 19 (17.9%) at night. The
Morgantown and Ft. Martin power stations have the same CEMS emis-
sion ratio of SO2/NOx and cannot be distinguished due to their proximity.
These power plants have a CEMS emission ratio of SO2/NOx of 0.3 or less,
and these measurements were only 40–60 km from Morgantown/Ft.
Martin power stations. The plume containing the highest fraction of sul-
fur was attributed to Harrison Power Plant (Figure S8, RF 12), which
showed 19.8±0.6% sulfate in plume 10 during the day. This plume inter-
cept, while outside of the 25 km cutoff, was only 28 km away from its
source. Most of these levels of sulfate can only be attributed to primary

emissions, and cannot be attributed to SO2 oxidation during the winter in the eastern United States.
Based on the rate of SO2 oxidation determined in this paper, for secondary sulfates in a plume in transport
to reach 18% or greater would take 25—82 hr of aging during the day. For the Harrison plant, given a transit
time of 1.64 hr, the amount of sulfate being directly emitted would be at least 18.0%.

Figure 10. Plots for determining the sulfur oxidation rate in urban plumes
from nighttime flights research flights (RF) (a) 09 and (b) 10. The transit
time uses a NOx/NOy‐based clock.

Figure 11. (a) Histograms of the fraction of sulfur emission present as sulfate aerosol for night and day flights. (b) A cor-
responding bar and whisker plot; the median percentage of SO4

‐2 is marked by the blue bar, 25% and 75% by the lower and
upper boundary of the box, and the maximum and minimum by the lower and upper red bars. Overlaid on top are the
individual points.
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4. Conclusions

We report the lifetime and oxidation rate of SO2 during day and nighttime, in both rural and urban environ-
ments, during the WINTER campaign. The daytime conversion rate of SO2 to SO4

‐2 was 0.22‐0.71%/hr,
which corresponds to lifetimes of 140‐450 hr. Summer time SO2 oxidation rates previously reported range
from 10 to 47 times faster than our wintertime derived values. When clouds are present, aqueous phase oxi-
dation is shown to be very important for SO2 removal and oxidation by reaction with OH is only a small con-
tribution (Shah et al., 2018). For oxidation by reactions with OH, the daytime SO2 oxidation rate is a factor of
11.8 slower than NO2; hence, NO2 is expected to be more sensitive to OH than SO2. The SO2 removal rate via
OH is expected to be 0.23±0.12%/hr using the relative rate and HNO3/NOy production rate, which is com-
mensurate with the values derived from the rate of change of the SO4

‐2 to SO2 ratio. As such, these oxidation
rates represent a robust measure of SO2 oxidation during the winter under cloudless conditions.

Different methods were used to estimate the OH concentration and the subsequent SO2 removal rate. An
upper limit of 9.9 ×105 molecules/cm3 OH was found from HNO3/NOy. Assuming a first‐order process for
the production HNO3 as an alternate measure of OH, an average OH concentration of (1.7±0.3)×105

molecules/cm3 was found for Homer City and this provides a lifetime of 150±20 hr and 1700±300 hr for
NO2 and SO2, respectively. This leads to SO2 removal rate of 0.058±0.011%/hr, which is slower than the
observed lower bound removal rate. Using an estimate of the OH concentration from GEOS‐Chem simula-
tions, the predicted an SO2 removal rate was 0.86‐1.1%/hr. GEOS‐Chem overestimates OH on average by fac-
tor of 2.8 when compared to the NOx/NOy upper limit. Using OH estimated from measurements of
anthropogenic VOCs in urban plumes, OH concentrations were in the range of (‐1.2±9.4)×105 molecules/
cm3 and (1.5±3.7)×105 molecules/cm3, depending on the AVOC. The most accurate AVOC‐based measure-
ment produced removal rates of 0.66±1.63%/hr for NOx and 0.054±0.134%/hr for SO2. The observed rates of
SO2 removal (0.22‐0.71%/hr) is significantly faster than what is expected from AVOC analysis.

Most power plants did not show nighttime removal rates that were different from zero within 1σ, with a
removal rate of ‐0.044±0.077%/hr for Harlee, and +0.61±0.77%/hr for Scherer. Conversion of SO2 to sulfate
in the Conemaugh plume was very fast, at a rate of 2.8±1.7%/hr; some ten times faster than daytime oxida-
tion. However, while its rate was different from zero within 1σ, it was not different from zero within 2σ. This
rate is also highly dependent on, and may be an artifact of, the fitting method. Most of the nighttime plumes
suggest an oxidation rate of zero. However, Bruce Mansfield shows that a nighttime nonzero removal rate
during the winter may be possible. This warrants the investigation of other oxidation mechanisms.

Emissions from urban environments such as Pittsburgh and Atlanta in the nighttime residual layer were
explored. Results were mixed. While a significant SO2 removal rate of 2.2±0.2%/hr for Pittsburgh was mea-
sured, the removal rate over Atlanta was not statistically different from zero (+0.035±0.23%/hr).

The total lifetime of SO2 during the winter depends on rate of daytime and nighttime processing, and the
duration of each. The number of hours of daylight varied over the course of the campaign from 10 to 11
hr, so we have assumed an average of 10.5 hr of daylight. If we assume that SO2 oxidation only occurs during
the day and there are no conditions that allow for multiphase chemistry to occur, the lifetime of SO2 would
be 13–43 days, using the range of mean oxidation rates observed for different power plants during the day.
When adding the nighttime removal rate from Bruce Mansfield in RF 09 (0.25±0.07%/hr), the SO2 lifetime
shortens to 8.5–21 days. The upper limit of the oxidation rate (the mean+1σ of the fastest day and night
observations) is 16.5%/day, corresponding to a lifetime of 6.1 days.

Lastly, primary emissions of sulfate from power plants were observed from intercepts close to their source.
The median and mean molar percentages of SO4

‐2 relative to total sulfur (SO2 + SO4
‐2) were 1.7 and 2.8%,

respectively, for all flights. The largest directly observed value was over 7% sulfate and the largest extrapo-
lated value was 18%.
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